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We leverage this to enforce neighboring splats to share attributes, e.g.
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neighbors in xyz sharing the same rotation values.




